Hierarchical algorithm for the identification of parameter estimation of linear system

Abstract—A novel technique for identification of autoregressive moving average (ARMA) systems is proposed to increase the accuracy and speed of convergence for the system identification. The convergence speed of recursive least square algorithm (RLS) is solved under differential equations that need all necessary information about the asymptotic behavior. Using RLS estimation, the convergence of parameters is able to the true values if the data of information vector grows to infinity. Therefore, the convergence of the parameters of the RLS algorithm takes time or needs a large number of sampling. In order to improve the accuracy and convergence speed of the estimated parameters, we propose a technique that modifies the QARXNN model by running two steps to identify the system hierarchically. The proposed method performs two steps: first, the system is identified under least square error (LSE) algorithm. Second, performs multi-input multi-output feedforward neural networks (MIMO-NN) to refine the estimated parameters by updating the parameters based on the residual error of LSE. The residual error by using LSE is set as target output to train NN. Finally, we illustrate and verify the proposed technique with an experimental studies. The proposed method can find the estimated parameters faster and verify the proposed technique with an experimental studies.
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I. INTRODUCTION

An identification system is a method for obtaining a mathematical model through measurements data. A techniques to identify a system plays an important role in technological development. It is widely applied in modern life such as biomedical engineering [1], control systems [2], signal processing [3], [4], image processing [5], [6], communication [7], and power system [8]. In a model based control, the performance of model affects the performance of a controlled system. The inaccuracy of parameters of a system will affect the accuracy and failure of a control system. This is because the law of the control system utilizes the parameters of an estimated system. Therefore, the accuracy of the identified parameters and speed of convergence are important instead of function approximation. The parameters of system can be used to estimate the dynamic behavior of system such as stability, the performance of dynamic response, controllability, observability, damping and natural frequency of system. Moreover, the calculation of the control signal is derived from the system parameters being controlled.

Many researchers have proposed various techniques to improve the performance index of convergence speed and parameter accuracy. The convergence of RLS estimation is a function over time. The analysis of convergence is solved by differential equation that needs all information about the asymptotic behavior of system [9]. In the deterministic case, the convergence of RLS tends to the true parameters when the data of information vector goes to infinity [10]. To improve the performance index under least square (LS) algorithm, some researchers propose a method such as dichotomous coordinate descent recursive least square (DCD-RLS) algorithm [11], a technique of refined instrumental variable for continuous systems (RIVC) [12]. A portable alternating least squares algorithm applied for factorization of parallel matrix [13].

A quasi linear-ARX neural network (QARXNN) consists of linear and nonlinear subsystem modeling [14], [15]. In nonlinear system identification, QARXNN is used for mapping the system with linear correlation between the regression vector and its coefficients. Nonlinear sub-model performed by multi-input multi-output feedforward neural networks (MIMO-NN) is used to parameterize the regression vectors, moreover, the coefficients has useful advantages: 1) easy to derive control law of nonlinear system under the inverse of the modeled system [16]–[19], 2) the dynamic analysis of nonlinear system can be approached under the law of linear system [17], [20], [21], 3) the coefficients can be used to analyze and check the stability nonlinear system [17], [18], [20].

In this paper, the modification of learning process and a technique to update parameters under quasi Linear-ARX Neural Network Model is proposed, namely hierarchical algorithm. The proposed method perform two steps identification hierarchically. First, the system is identified under least square error algorithm (LSE). Second, refining the estimated parameters based on the residual error of LSE algorithm. In the first step, we identify the system using linear algorithm to obtain the estimated parameters. The error of LSE algorithm is refined in the second step by running MIMO-NN and the estimated parameter is updated simultaneously. Thus, we
sharpen the search of the estimated parameters of LSE method by running MIMO-NN training. The convergence which is a function of time on the LSE method is replaced through MIMO-NN training. We capture the dynamic behavior of the system by running MIMO-NN to update parameters of LSE algorithm. Finally, we demonstrate the proposed technique with the experiments and numerical simulations.

II. PROBLEM DESCRIPTION

Assume that the unknown \( n \)-th-order of discrete time linear system is presented by:

\[
A(z^{-1})y(k) = B(z^{-1})u(k) + \omega(k)
\]

where

\[
A(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_n z^{-n} \\
B(z^{-1}) = b_1 z^{-1} + b_2 z^{-2} + \cdots + b_m z^{-m}
\]

The system (1) is shown in Fig. 1. The symbol \( z^{-1} \) is the notation of delay. The input and output of system are denoted by \( u(k) \) and \( y(k) \), respectively. The \( \omega(k) \) denotes a stochastic white noise with zero mean and variance \( \sigma_\omega^2 \). The order of system is denoted by \( n \) for denominator and \( m \) for numerator, which are assumed to be known. The \( u(k) \) and \( \omega(k) \) are independence and uncorrelated statistically. For initial conditions, the system is set as \( y(k) = 0, u(k) = 0 \), for \( k < 0 \).

In matrix equation system (1) is presented by

\[
y(k) = \phi^T(k)\theta + \omega(k)
\]

where

\[
\theta = [a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_m]^T \in \mathbb{R}^{n+m} \\
\phi(k) = [-y(k-1), \ldots, -y(k-n), u(k-1), \ldots, u(k-m)]^T
\]

\( \theta \) denotes the parameter of system and \( \phi(k) \) is a regression vector composed of delayed input-output data, respectively.

Assumption 1. The identified system is assumed stable satisfied by \( A(z^{-1}) = 0 \) with \( |z| < 1 \).

Assumption 2. The training data of input \( u(k) \) and output \( y(k) \) are bounded.

The system identification under LS algorithm is performed to minimize the index stated as

\[
J_N(\theta) = \sum_{k=1}^{N} (y(k) - \phi^T(k)\theta)^2.
\]  

Under ergodic theorem, the asymptotic behaviors of LS estimation [22] are

\[
\lim_{N \to \infty} \frac{1}{N} \phi^T(k)\phi(k) = \lim_{N \to \infty} \hat{R}_{\phi\phi}(N) = R_{\phi\phi} = E[\phi^T(k)\phi(k)]
\]

\[
\lim_{N \to \infty} \frac{1}{N} \phi^T(k)\gamma(k) = \lim_{N \to \infty} \hat{R}_{\phi\gamma}(N) = R_{\phi\gamma} = E[\phi^T(k)\gamma(k)]
\]

\[
\lim_{N \to \infty} \frac{1}{N} \phi^T(k)\omega(k) = \lim_{N \to \infty} \hat{R}_{\phi\omega}(N) = R_{\phi\omega} = E[\phi^T(k)\omega(k)].
\]

\( \hat{\theta}_{LS}(N) \) is the estimated parameter, which can be described as

\[
\hat{\theta}_{LS}(N) = \hat{R}_{\phi\phi}^{-1}(N)\hat{R}_{\phi\gamma}(N)
\]

If the number of sampling \( N \) reach to infinity then [22]:

\[
\lim_{N \to \infty} \hat{\theta}_{LS}(N) = \theta + R_{\phi\phi}^{-1}R_{\phi\omega}.
\]

By minimizing of performance index (3) the estimated parameters \( \theta \) will be [22]:

\[
\hat{\theta}_{LS}(N) = \left( \sum_{k=1}^{N} \phi^T(k)\phi(k) \right)^{-1} \sum_{k=1}^{N} \phi^T(k)y(k)
\]

The elements of \( \Phi \) contains the regression vector until \( N \) sampling number written by

\[
\phi(1) = [-y(k-1), \ldots, -y(k-n), u(k-1), \ldots, u(k-m)]^T
\]

\( \phi(N) = [-y(N-1), \ldots, -y(N-n), u(N-1), \ldots, u(N-m)]^T \). Running the identification process will be started after the number of sampling \( N \) equal or larger than \( 2m + 2n \) when \( m \) and \( n \) the order of system’s structure [24].

In many applications it is important to estimate the parameter vector \( \theta \) recursively (or on-line or sequentially) as more information becomes available. Several researchers develop the identification technique under recursive LS (RLS) algorithm to improve parameter accuracy and convergence speed [7], [11], [25]–[29]. The algorithms of RLS estimation is stated as [30].

\[
\hat{\theta}_{LS}(k) = \hat{\theta}_{LS}(k-1) - P(k)\phi(k) \\
(y(k) - \phi^T(k)\hat{\theta}_{LS}(k-1))
\]

\[
P(k) = P(k-1) - \frac{P(k-1)\phi(k)\phi^T(k)P(k-1)}{1 + \phi^T(k)P(k-1)\phi(k)}
\]

where \( P(0) = p_0I \), \( p_0 \) is a positive constant number.
III. QUASI-ARX NEURAL NETWORK MODEL (QARXNN)

Quasi-linear ARX Neural Networks model is divided into linear macro-part sub-model and nonlinear core part sub-model. The macro-part sub-model is to derive a nonlinear system into linear correlation where the coefficients of Taylor is the parameters for the regression vector. The core-part sub-model is to provide nonlinear coefficients for the input regression vector performed by multi input multi output neural networks. A nonlinear system stated as,

\[ y(k) = g(\phi(k)) \]  

where \( g(\cdot) \) is a nonlinear function, \( \phi(k) = [y(k-1) \cdots y(k-n_y)]^T \) denotes input vector, \( y(k) \in \mathbb{R} \) denotes the output and \( k = 1, 2, \cdots \) denotes the sampling of time. Using Taylor expansion series, a nonlinear system can be derived as a linear correlation between the input vector and its coefficients. Hence, the system in (13) can expressed as a linear-like model [14], [15], [31]:

\[ y(k) = \phi^T(k)\mathbb{N}(\xi(k)). \]  

where \( \mathbb{N}(\xi(k)) = [a_{1(k)}, \cdots, a_{n_u k}, b_1(k), \cdots, b_{n_u k}, b_{n_u k} k]^T \) is a nonlinear function of core part sub-model to parameterize the regression vector and \( \xi(k) = [y(k-1) \cdots y(k-n_y) u(k-2) \cdots u(k-n_u) \nu(k)]^T \) is the input for core-part sub-model which virtual input \( \nu(k) \) is added. The MIMO neural network or fuzzy model can be adopted as core-part sub-model. With NN set as a core-part sub-model, QARXNN model can be presented as

\[ y(k) = \phi^T(k)\mathbb{N}(\xi(k)). \]

\[ \mathbb{N}(\xi(k), \Omega) = W_2 \Gamma W_2(\xi(k)) + \theta \]  

where, \( \Omega = \{W_1, W_2, \theta\} \) are set of network parameters, \( \Gamma \) is an operator of sigmoidal element for hidden nodes of core-part sub-model.

IV. HIERARCHICAL ALGORITHM

Incorporating to hierarchical algorithm, a linear system is presented by

\[ y(k) = y_0 + \phi^T(k)\theta(\phi(k)) + \omega(k). \]  

\[ \theta(\phi(k)) = [a_1, a_2, ..., a_n, b_1, b_2, ..., b_m]^T \in \mathbb{R}^{n+m} \]  

\[ \phi(k) = [-y(k-1) \cdots -y(k-n) u(k-1) \cdots u(k-m)]^T \]

\( \omega(k) \) denotes a stochastic white noise with zero mean and variance \( \sigma^2_w \). The \( \theta(\phi(k)) \) denotes the estimated parameters where \( \phi(k) \) is set as the input variable. The hierarchical processes for the updating of the estimated parameters is shown in Fig. 2. In the first step, we perform LSE algorithm to estimate the parameters denoted by \( \theta_{LS}(N) \). The residual error of LSE \( e_{LS}(k) \) is set as output for MIMO-NN of QARXNN model to estimate \( \Delta \theta \) performed in the second step. QARXNN model is performed to increase the accuracy of the estimated parameters shown in Fig. 3. Finally, the estimated parameter is update by summing \( \theta_{LS}(N) \) and \( \Delta \theta \). At first step, LS algorithm is used to identify \( \theta \) by minimizing a cost function of (18) in surface sub-model. The surface sub-model performed by using LS algorithm is presented in (19).

\[ J_N(\theta) = \sum_{k=1}^{N} (y(k) - \phi^T(k)\theta)^2. \]  

(18)

\[ y_{LS}(k) = \phi^T(k)\theta_{LS}(N). \]  

(19)

Analytical minimisation of (18) leads to the least square (LS) estimate of \( \theta \) as [23]:

\[ \theta_{LS}(N) = \left[ \sum_{k=1}^{N} \phi^T(k)\phi(k) \right]^{-1} \sum_{k=1}^{N} \phi^T(k)y(k). \]  

(20)

where, \( N \) is a number of sampling in time moving window. The residual error of LSE estimation is stated as,

\[ e_{LS}(k) = y(k) - y_{LS}(k). \]  

(21)

By substituting (19) to (21), we have (22) called as a bottom sub-model. It will be implemented under MIMO-NN of QARXNN shown in Fig. 3.
The $\Delta \theta^T(\phi(k))$ is a residual parameters which is the output of bottom sub-model. Hence, we update the estimated parameters $\hat{\theta}(k)$ by,

$$\hat{\theta}(k) = \theta_{LS}(N) + \Delta \theta(\phi(k))$$  \hspace{1cm} (23)

the estimated output of system will be

$$\hat{y}(k) = \phi^T(k)\hat{\theta}(k)$$  \hspace{1cm} (24)

**Remark 1:** Using hierarchical algorithm, the convergence of LS algorithms in surface sub-model is improved by performing MIMO-NN in bottom sub-model. The residual errors of surface sub-model $e_{LS}$ is used to update the estimated parameters $\hat{\theta}(k)$ under bottom sub-model by summing $\theta_{LS}(N)$ and $\Delta \theta$ in (23).

The LS algorithm is able to reach the true parameters when sampling data measurement tends to infinity. Thus, the longer memory of the past data of the information vector will be. Moreover, the convergence performance of LS algorithm is slow. Our motivation is to achieve faster convergence and without sacrificing the simplicity of LS algorithm.

The proposed hierarchical algorithm, the estimated parameters is the summing between the surface sub-model under LS algorithm and the bottom sub-model performed by neural network. By performing the surface sub-model we can get the LS parameter estimate and the residual parameter of LS is performed using NN. The output of hierarchical learning for parameter estimation $s$ is stated as,

$$\hat{y}(k) = \phi^T(k)\theta_{LS}(N) + \phi^T(k)\Delta \theta(\phi(k)).$$  \hspace{1cm} (25)

Incorporating to MIMO-NN, the bottom sub-model is expressed as

$$\Delta \theta(\phi(k)) = W_2\Gamma W_1((\phi(k)))$$  \hspace{1cm} (26)

the set of network parameters is denoted by $W_1, W_2 \in R^{(n+m)x(n+m)}$ that is the weight matrix at the the first second layer.

**V. LEARNING STEPS**

We divide the system modeling into two sub-models. The surface sub-model will be performed using LSE algorithm and the bottom sub-model is done by MIMO-NN. The target output of surface sub-model is calculated by $s(k) = y(k) - e_{LS}$ and the target output for bottom sub-model is $b(k) = y(k) - y_{LS}(k)$. The target output for training of two sub-models are defined as,

$$SM1 \quad s(k) = \phi(k)\theta_{LS}(N).$$  \hspace{1cm} (27)

$$SM2 \quad b(k) = \phi(k)\Delta \theta^T(\phi(k)).$$  \hspace{1cm} (28)

The output of $SM1$ $s(k)$ is performed under LSE algorithm and the output of $SM2$ $b(k)$ is performed by MIMO-NN of quasi linear-ARX model. The learning processes of hierarchical algorithm are presented as

1) For initial condition, set $e_{LS}=0$ and set $i = 1,i$ is the training sequence.

2) Estimate $\theta_{LS}(N)$ by using LSE algorithm for $SM1$.

3) Calculate the output of surface sub-model $s(k)$ in $SM1$. Set $s(k) = y_{LS}(k)$ and calculate $b(k) = y(k) - y_{LS}(k)$. Use $b(k)$ as the target output for $SM2$.

4) Estimate $\Delta \theta^T(\phi(k))$ using MIMO-NN of quasi linear-ARX model.

5) Update the estimated parameters $\hat{\theta}(k)$ using (23).

6) stop if a predetermined condition has been met such as the number of training or accuracy. Stop if the predetermined conditions are meet, otherwise go to 3). set $i = i + 1$.

**VI. EXAMPLE**

Consider an autoregressive moving average system taken in [30] presented as

$$y(k) = \phi^T(k)\theta + \vartheta(k)$$  \hspace{1cm} (29)

the parameters of the identified system are stated as

$$A(z^{-1})y(k) = B(z^{-1})u(k) + \vartheta(k)$$  \hspace{1cm} (30)

$$A(z^{-1}) = 1 + a_1z^{-1} + a_2z^{-2} = 1 - 1.50z^{-1} + 0.60z^{-2}$$

$$B(z^{-1}) = b_1z^{-1} + b_2z^{-2} = 0.4z^{-1} + 0.3z^{-2}.$$  

The parameter of $\theta$ and the regression vector $\phi(k)$ are defined by

$$\theta = [a_1, a_2, b_1, b_2]^T$$

$$\phi(k) = [-y(k-1), -y(k-2), u(k-1), u(k-2)]^T.$$  

The $u(k)$ is an input of system with the zero mean and unit variance. The $\vartheta(k)$ is a white noise with zero mean and variance $\sigma^2$. The performance of the identification results are measured with the $RMS$ error in (31) versus sampling times $k$. The performance of parameter accuracy is presented by $\delta$ in (32) versus sampling times.

$$RMS = \sqrt{\frac{\sum_{k=1}^{N} (y_p(k) - y(k))^2}{N}}.$$  \hspace{1cm} (31)

$$\delta = \frac{\|\hat{\theta}(k) - \theta\|}{\|\theta\|}.$$  \hspace{1cm} (32)

The output of system is mixed with noise signal perturbation $\vartheta$ of 20% or source to noise ratio (SNR) 13.98 dB.

$$SNR = 20 \log_{10} \sqrt{\frac{\sum_{k=1}^{N} x(k)^2}{\sum_{k=1}^{N} \epsilon(k)^2}}.$$  \hspace{1cm} (33)

The SM2 is performed by MIMO-NN with the structure parameters is set as follows: $n_u=2$ and $n_y=2$, the input node $n = 4$ is the sum of $n_u=2$ and $n_y=2$, the number of training $= 50$. The 500 samplings of input-output data sequence shown in Fig. 4. The results of system identification is presented by the accuracy of output shown Fig. 5 and the accuracy of the estimated parameters shown in Fig. 6.

The performance of estimated parameter is compared with the other measures shown in Table 1.
In this novel, the fast convergence of the estimated parameter is discussed under two steps identification processes. In the first step, we identify the parameter of the system using LSE algorithm in surface sub-model. In the second step, a bottom sub-model is used to refine the estimated parameters using modified QARXNN model. The proposed algorithm has better results compared with the other measures. Based on the results of simulation the proposed method can find the estimated parameters faster compared with the others shown in Table I. We can get the estimated parameters with \( \delta = 0.935129 \% \) in tenth sampling. The results is almost consistence which the accuracy of the identified parameters \( \delta \) did not change significantly with the increasing number of sampling or the number of pass input-output data.

In the first step, the parameters of system is identified under LSE algorithm. The LSE algorithm updated the parameters based on the error by \( e_{LS}(k) = (y(k) - \hat{\phi}^T(k)\hat{\theta}_{LS}(k-1)) \). However, the performance of LS algorithm is low in accuracy and slow convergence. The LS algorithm reaches the convergence when the data of information vector goes to infinity. In order to improve the accuracy and convergence speed of system identification the error of \( e_{LS} \) is refined using neural network MIMO-NN injected to QARXNN. Under hierarchical algorithm with the proposed method, the convergence by time using LS can be improved by the number of training.

### Table I

<table>
<thead>
<tr>
<th>( k )</th>
<th>Proposed</th>
<th>V-RLS</th>
<th>V-MILS [30]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.935129</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>0.934860</td>
<td>2.52165</td>
<td>1.69763</td>
</tr>
<tr>
<td>200</td>
<td>0.934861</td>
<td>2.67837</td>
<td>0.81472</td>
</tr>
<tr>
<td>300</td>
<td>0.934869</td>
<td>1.65349</td>
<td>0.60837</td>
</tr>
<tr>
<td>400</td>
<td>0.934866</td>
<td>0.99951</td>
<td>0.60769</td>
</tr>
<tr>
<td>500</td>
<td>0.934853</td>
<td>0.91778</td>
<td>0.53914</td>
</tr>
</tbody>
</table>
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